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● the diversity between hypotheses increases with the sampling 
temperature at a different rate for LLaMA and Alpaca

● hallucination rate decreases with instruction tuning
● ensembling translations decreases the number of hallucinations 

● ensembles of unbiased samples from LLaMA don’t perform well
● alpaca performs better and biasing samples boosts performance

● translation quality can be enhanced with a small number of 
unbiased samples, especially for EN-X
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There’s lots of research on task-specific NMT models but LLMs offer a new perspective!

We generate multiple hypotheses by using a single prompt and sampling multiple times; we ensemble them using different techniques.

Using external quality estimation/evaluation models
● ranking with QE:
● MBR decoding:

Using the LLM
● ChooseBest: formulated as a multiple choice question
● GenerateBest: asking the LLM to generate a final prediction

Translation Hypothesis 
Ensembling

Check the paper for more LPs and analysis!


