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Conformal prediction has sparked a lot of interest but:
● What if coverage is not your main concern?

● What if the data is not i.i.d.?

Motivation

Conformal prediction provides prediction sets/intervals that are 
guaranteed to cover the ground truth in expectation:

Limitations:

● The data is assumed to be exchangeable;
● The adequate notion of error control may not be coverage.

Barber et al. (2024) and Angelopoulos et al. (2024) offer 
solutions to these problems separately.

We extend these lines of work and propose non-exchangeable 
conformal risk control.

Our proposal

We define prediction sets            , where      is a parameter such that 
                                                     , and provide guarantees of the form:

Assumptions:

● Monotonically nonincreasing loss wrt to  (shrinks as the 
prediction set grows).

This is accomplished  by using

where                                .

We sample N=2000 datapoints                                         , where
                               and                                                                           

1. exchageable data:
2. changepoints: we start with                        and for every change 

point              we rotate the coefficients s.t.                               for               
and                               

3. distribution drift: we start with                       and set              to the 
last matrix of (2); we compute each            by linearly 
interpolating between             and             

● We fit M independent logistic regression models
● Prediction sets of the form
● We use weights
● We minimize the false negative rate  

Monitoring electricity usage Open-domain question answering

● We fit a least squares regression model at each time step
● We use weights 
● Prediction sets of the form                                                             

● We minimize 

● Two stages: retriever model + reader model
● We calibrate the best token-based F1-score

● We use weights based on sentence similarity, relaxing the 
assumption of data-independent weights

Multilabel classification in a time series (synthetic)

Table: Mean/median for settings (1), (2), and (3)
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